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ABSTRACT 
The relevance of this study is determined by the algorithm developed for test task 
selection. The purpose of this article is to develop this test task selection algorithm 
having single and multiple-choice answers with various blocks of reactions. The main 
approach to the study of the problem is the construction of a mathematical model to 
calibrate test task parameters and the university students’ scale of knowledge level. The 
study has proven insufficient use of the classical theory of testing in an objective 
assessment of students’ knowledge. The method for calibrating test task parameters is 
developed. Scales of testees’ readiness level are defined. The adequate size of test 
reliability coefficient is found. The rule for test task selection is formulated. A formula 
for the complexity degree of a test task is found. An algorithm for allocation of test 
task types with unambiguous and multiple-choice answers with various blocks of 
reactions is offered. 

Keywords: test tasks, knowledge assessment, higher education, single choice answer, 
multiple choices 

 

INTRODUCTION 
In the modern education system, the test method is an increasingly recognized method of assessing the quality of 
education, which is widely used in many countries. Testing as a new method of knowledge assessment is contrasted 
to the traditional methods presented by oral and written forms of knowledge testing (Voutilainen et al., 2017). In 
recent years, testing is widely used in various institutions, government agencies and by individuals to determine 
professional suitability and training (Senior et al., 2017; Coe, 2003; Botti et al., 2017). 

However, for an objective assessment of students’ readiness, the testing model used nowadays involving only 
the classical theory of tests is not sufficient, as the level of the acquired knowledge and the complexity level of the 
test task have different metrics (Wilmot et al., 2011, Kibzun & Inozemtsev, 2014). In this regard, there is a need for 
a testing algorithm that would objectively define an assessment of readiness level of the testees, confirmed by 
various tests having a predetermined level of task difficulty (Edens & Shields, 2015). In addition, it is necessary to 
apply different-level test tasks with unambiguous and multiple-choice answers to determine the level of 
professional competences. 

All these factors manifest the relevance of studying the issues of test task design and selection. The relevance of 
this research is determined by the algorithm developed for test selection, which along with an adaptive testing 
algorithm would make it possible to assess the level of students’ knowledge objectively, as well as quickly and 
effectively eliminate gaps in the acquisition of learning material by a particular student.  

The article aims at developing a test type selection algorithm with single and multiple-choice answers and 
various blocks of reactions. 
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LITERATURE REVIEW 
In the first three decades of the last century, the knowledge assessment tests were created in Germany, but these 

tests, owing to research, have become more widespread and more intensively developed in a decentralized, 
pragmatically oriented and rapidly growing education system in the United States (Avanessov, 2014). In the US, 
testing is conducted by several companies, the largest of which is the Educational Testing Service (ETS), which has 
existed since 1947. ETS annually holds more than 12 million tests in 180 countries of the world, and has more than 
60 patents for various testing devices and technologies (Howard et al., 2017).  

A new educational paradigm and initiative solutions for modernizing education to achieve high quality of 
education in the Republic of Kazakhstan stipulate the introduction of an e-Learning system in the State Program 
for the Development of Education in the Republic of Kazakhstan for 2011-2020. The emergence of e-Learning was 
caused by the desire to improve the effectiveness of pedagogical measurements, which was associated usually with 
a decrease in the number of test tasks, time and cost of testing, and also with an increase in the accuracy of students’ 
assessments (De Meo et al., 2017).   

However, an e-Learning environment is limited by the inability of online instructors to immediately monitor 
whether students remain focused during online autonomous learning (Chen, Wang & Yu, 2017).  

The training mode is one of the basic operation modes of electronic education system; it provides preparation 
for exams and tests, and enables to disseminate teaching training on exam materials. It ensures the ability to display 
correct answers and comments, both before choosing a response and after it, and to perform self-training and 
knowledge verification functions. There is a possibility of choosing sections for studying, available to all students 
and to everyone individually (Hung Jui‐long, 2012; Guznenkov & Seregin, 2016; Vasiliev, 2007; Vlasin & Chirila, 
2014). Borzykh & Gorbunov (2009) analyze a large number of research papers, give a useful idea of what e-Learning 
is, and also emphasize the importance of computer testing. In computer testing, the usual classical tests are used, 
where the complexity levels of a test task and the preparedness level of students are not taken into consideration 
(de Villiers & Becker, 2017; Nurjanah et al., 2017; Martos-Garcia et al., 2017).  

Under usual testing, a score or so-called primary cumulative score is the main preparedness criterion of testees. 
A characteristic feature of usual testing is its simplicity and operational information. Indeed, the more test questions 
are answered correctly, the higher the score is. However, the primary score is only a comparative assessment. It 
essentially depends on guessing and random selection of test tasks, and may be different for other types of testing 
(Haist et al., 2017). The possibility of guessing is the main reason for teachers’ negative attitude to the closed form 
of test tasks. To eliminate this ‘white’ spot, a correction formula for guessing was proposed for the test scores 
(Horton & Horton, 2005), the essence of which is that the number of scores for answers that can be guessed is 
subtracted from the total scoring obtained by each student in accordance with the provisions of the probability 
theory. This formula can be used in a test with closed-type tasks only in the case of the same number of ready-made 
answers and has the form:  

 𝑋𝑋𝑖𝑖1 = 𝑅𝑅𝑖𝑖 −𝑊𝑊𝑖𝑖 (𝑘𝑘 − 1)⁄   
where 𝑋𝑋𝑖𝑖1  is the testee’s score corrected for guessing in the test; 𝑅𝑅𝑖𝑖 and 𝑊𝑊𝑖𝑖 are the number correct and wrong 
answers, respectively, obtained by the testee in the test; 𝑘𝑘 is the number of ready answers in the test tasks.  

S. N. Dvoryatkina (2013) considered the intellectual technology of teaching mathematics on the basis of ICT, 
through which corrected self-learning of students was realized. J. Park (2010) introduced a newly developed 
computerized system of constructive multiple choice. The system unites short answers (SA) and multiple-choice 
formats (MC), asking the testees to answer the same question twice, first in the SA format, and then in the MC 
format.  

The authors proposed an interactive three-leveled algorithm for adaptive computer-based testing, which offers 
individual trajectory of receiving test tasks depending on the results of already completed tasks by a student 
(Nurgabyl, 2012; Nurgabyl & Ramazanov, 2013). The individualization of the procedure for selecting test tasks 
forms the basis of adaptive testing and provides generation of effective tests by optimizing the difficulty of 

Contribution of this paper to the literature 

• Use of a model for designing a level-rated test-base of tasks applying the rating system of knowledge 
assessment can provide objective evaluation of the level of students’ knowledge and skills. 

• Introduction of the test task selection algorithm, along with the algorithm of adaptive testing, will quickly 
and effectively eliminate gaps in mastering the educational material for a particular student. 

• The proposed algorithm for constructing a level-rated test-base of tasks using the rating system of 
knowledge assessment is a new approach in the theory of tests. 
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assignments with regard to the readiness level of trainees (Linden & Gess, 2010; Ozturk & Dogan, 2015; van Rijn & 
Ali, 2017; Cheng et al., 2017). As a result of optimal transition from one level to the next level, the algorithm allows 
the student to get the corresponding objective test score from the score-rating system of knowledge assessment. For 
ensuring transition from one level to the next, it is necessary to create test tasks at different levels. 

With this background, it follows that e-Learning, adaptive computer testing and objective assessment of 
students’ knowledge directly depend on the quality of test task construction.  

While examining the quality of test tasks and the test in general, it is necessary to evaluate each component of 
the test task structure not only separately, but also in the system of relations with other test tasks. At the same time, 
it is required to consider that each test task has a number of structural elements, each of which is characterized by 
a number of internal and external properties. Each element of the test task possesses its own topology, and the 
properties of the test task and the test in general can be defined by the features of a great number of testees, and 
the indicators of the test task and test quality. In this regard, the test tasks intended for knowledge control and 
measurement usually undergo strict objective expert review (Permyakov & Maksimov, 2006). Moreover, practice 
of global testing demonstrates that the high quality of tasks cannot be guaranteed even by the most experienced 
compilers (Yaman, 2011). 

In this connection, questions arise concerning the selection of poor-quality test tasks and the calibration of test 
task parameters. 

METHODS AND DATA 
The modern theory of testing – Item Response Theory (IRT), which is part of a more general theory of latent-

structural analysis, has been developing for several decades in many countries. Separately, it is necessary to specify 
the theory of G. Rasch (1980), which is sometimes called the IRT one-parameter (theory). Rasch analysis assesses 
the difficulty level of a task, regardless of the readiness level of testees, gives the chance of equalizing of the testees’ 
scores obtained in parallel variants of tasks that measure the same property of interest.  

A systematic approach to Rasch method has enabled to define the concept of drawing up the pedagogical test 
in a new way as well. The pedagogical test represents a set of interconnected tasks of increasing difficulty, allowing 
a qualitative assessment of the structure and measuring the level of knowledge. In this regard, it is necessary to 
mention the methods of M. Wilson (2005), F. Siddiq, P. Gochyyev, and M. Wilson (2017), M. Pantziara and G. 
Philippou (2012), C. J. Sangwin and I. Jones (2017), and V. Avanessov (2014). 

Although advances have improved our ability to describe the precision of test measurement, it often remains 
challenging to summarize how well a test is performed in general. Reliability, for example, is provided by an overall 
summary of measurement precision, but it is sample-specific and might not reflect the potential usefulness of the 
test if the sample suits poorly for the test purposes (Markon, 2013; Huang & Hung, 2010).  

To assess the quality of the test and test tasks, statistical processing methods of testing knowledge results are 
mainly used. In particular, correlation, regression and factor analysis methods are applied to reject an inefficient 
test. The first two methods allow estimating the so-called statistical pure contribution of each task to the general 
variation of test scores, while the factor analysis is a good method for checking the homogeneity of the test (Bortz 
& Döring, 2005; Avanessov, 2009; Prado et al., 2010; Lim & Chapman, 2013). As a result, these methods indicate 
suitability, or unfitness of the considered test (Boesen & Palm, 2010; Xia, Liang & Wu, 2017). 

However, these and other studies of domestic and foreign authors do not consider the development of an 
algorithm for calibrating test tasks and determining the scale of testees’ knowledge level. 

A multistep adaptive testing method can be used to increase the objectivity of assessing the results of test tasks 
(Nurgabyl, 2014), where the next step is made only after evaluating the results of the previous step. The task 
selection and presentation algorithm is built on the principle of feedback, when after a correct answer of the testee, 
the next task is chosen to be more difficult; whereas an incorrect answer implies the presentation of an easier 
subsequent task than that which had been answered incorrectly.  

Our task is to develop an algorithm for calibration of test task parameters and the scale of university students’ 
knowledge level, which, along with the adaptive testing algorithm, would enable to objectively determine the 
students’ knowledge level, and would also eliminate quickly and effectively gaps in acquisition of the educational 
material by this particular student.  

The main approach to studying the problem is the proposed method by the authors for calibration of test task 
parameters and scales of university students’ knowledge level. With the help of this method, the complexity degree 
of test tasks is determined, the test tasks are selected according to their complexity degree, the level-rated classes 
of test assignments are divided into single and multiple-choice answers with various blocks of reactions, and the 
preparedness level of testees is determined. This method allows for effective use of the algorithm for multi-step 
adaptive testing. The proposed procedure makes it possible to objectively determine the level of students’ 
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knowledge, and quickly and effectively eliminate the gaps in mastery of the teaching material of a particular 
student. The reliability value of all test tasks calculated by the Spearman-Brown formula confirms the promising 
ability of the proposed algorithm. 

RESULTS 

Design of Tests 
In many countries, and Kazakhstan in particular, the universities mainly use formalized test tasks, which are 

not objective for determination of students’ academic performance. 
To determine the level of professional competency, it is necessary to use a variety of test tasks with single and 

multiple-choice answers. For example, theoretical knowledge can be measured by test tasks with multiple choice 
answers, whereas practical skills should be assessed with single-choice answer tests (Napankangas, Harila & Lahti, 
2012; Nurgabyl, 2014). To design test tasks, it is necessary to determine the training goals primarily, and 
consequently, the corresponding types of testing.  

Studies have shown that three types of testing should be differentiated: 
1) Test that determines a student’s thematic module knowledge during the final control, i.e., generally at the 

end of a term (systemic method). 
2) Test that determines a student’s knowledge concerning the main parts of a thematic module during mid-

term control, and as a result, offers information about whether the training objectives have been achieved 
to a sufficient extent (criteria-oriented method). 

3) Test that determines a student’s knowledge concerning a training element, diagnosing probable difficulties 
with the training element (diagnostic method). 

If the training objective is to form systemic knowledge of a discipline or a thematic module, the test-oriented 
systemic method should be applied. If the training objective is to obtain knowledge of various concepts, statements, 
algorithms, problem solving methods with a common theoretical basis, then the criteria-oriented test should be 
applied. If the training objective is to acquire knowledge of fundamental concepts, statements or methods for 
solving complex problems, then testing aimed at the diagnosis should be applied. When designing test tasks, 
authors must first find out what training elements (concepts, statements, methods) are included in each test task 
and if they coincide with the educational goals, and so on. Secondly, the complexity level of the task depends on 
the number of correct and incorrect answers in a question and the logic of answer selection. 

For this reason, the experts of these disciplines first subdivide the task test-base into different complexity levels: 
easy, medium, hard. It is recommended to use questions with single choice answers for an easy level. It is 
recommended to use multiple choice questions with weight added on the basis of logic “OR”, multiple choice 
questions with weight added according to logic “AND” and single choice questions for a medium level. Multiple 
choice questions with weight added on the basis of logic “OR” and logic “AND” should be used for a high 
complexity level (Nurgabyl, 2014).  

The logic “AND” is a rule according to which students are assigned a maximum number of scores for the answer 
on condition that they have chosen all correct answers, and have not chosen the incorrect answers. The logic “OR” 
is a rule according to which the students are assigned scores on condition that they have chosen at least one correct 
answer and scores are deducted if an incorrect answer has been chosen.  

The Boolean model is used to assess the validity of the answers to the questions of easy level. At the same time, 
the answer validity is expressed by a two-valued logic, and can be set to “true” or “false”: 1 – if the answer is correct; 
0 – if the answer is incorrect. The verity of answers to single choice questions of medium level can take the following 
values: 2 – if the answer is correct; 0, -1 – if the answer is incorrect. 

According to the ‘OR’ logic, the verity of the answer for multiple choice questions is determined by the weight 
of the question. In this case, the weights of correct answers for the 2nd complexity level can be equal to: 1; 2, the 
weights of incorrect answers can be equal to: -1; 0. Finally, the weights of correct answers for the third complexity 
level are equal to: 3; 2; 1, the weight of incorrect answers can be equal to: -2; -1; 0.  

According to the “AND” logic, the verity of the answer for multiple choice questions is determined by the 
correct answer weight. At the same time, the weights of correct answers to single choice questions of medium level 
are equal to 2, the weights of incorrect answers can be equal to -1; 0, and the weights of correct answers for the third 
complexity level are equal to 3; the weights of incorrect answers can be equal to -2; -1; 0.  

Hence, while the author is designing the test tasks, s/he must first determine the complexity degree of each 
task. However, the studies have shown that test compilers, regardless of the actual difficulty of tasks, tend to 
underestimate their complexity. On average, teachers determine the complexity degree of a test task correctly only 
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by 20% (Avanessov, 2009). For this reason, let us define the complexity degree of a test task by means of the 
algorithm developed by the authors. 

Parameters of Test Task Calibration 
First, we will define the quantitative data corresponding to the complexity levels of the tasks. The complexity 

order of the test tasks is determined by the percentage of testees who obtained the correct result. Let 𝑟𝑟 be the number 
of testees who completed the test task, 𝑟𝑟𝑣𝑣- the number of testees who completed the same task correctly. Then the 
complexity order of the task can be determined using the following formula: 

 𝑃𝑃 =
𝑟𝑟𝑣𝑣
𝑟𝑟 100%.  

For example, if 73% of the students do the test tasks correctly, then the quantitative complexity order of task 
will be 73. 

It should be noticed that the greater the complexity order of Р in quantitative terms, the easier the test task. 
Therefore, quantitative characteristic of test task level, i.e., the complexity degree of the task, can be defined by the 
following formula:  

 𝐵𝐵 = 100− 𝑃𝑃 = 100−
𝑟𝑟𝑣𝑣
𝑟𝑟 100  

Thus, the test tasks will be classified by complexity levels.  
Onwards, the “Selective thresholds” algorithm is used to further clarify the complexity degree of question and, 

thus, to determine the complexity level of the task. The coefficients of the selective thresholds were introduced by 
the authors in their previous work (Nurgabyl, 2014).  

Let us assume that 𝑛𝑛 groups take part in testing. Let 𝑟𝑟𝑚𝑚𝑘𝑘   (𝑘𝑘 = 1, . . . ,𝑛𝑛)be the number of testees in group 𝐺𝐺𝑘𝑘  (𝑘𝑘 =
1, . . . ,𝑛𝑛) who performed the 𝑚𝑚 −th task, 𝑟̅𝑟𝑚𝑚𝑘𝑘 - the number of testees who correctly did the same 𝑚𝑚 −th task. The 
complexity degree of the 𝑚𝑚 −th task is determined by the formula: 

 𝐵𝐵𝑚𝑚𝑘𝑘 = 100−
𝑟̅𝑟𝑚𝑚𝑘𝑘

𝑟𝑟𝑚𝑚𝑘𝑘
100.  

Now we form a matrix of test task complexity degrees: 

 𝐵𝐵 = ��

  𝐵𝐵11   𝐵𝐵21   𝐵𝐵31 . . .   𝐵𝐵𝑝𝑝1 
  𝐵𝐵12  𝐵𝐵22   𝐵𝐵32 . . .   𝐵𝐵𝑝𝑝2
  . . .       . . .    . . .    . . .
  𝐵𝐵1𝑛𝑛  𝐵𝐵2𝑛𝑛  𝐵𝐵3𝑛𝑛 . . .   𝐵𝐵𝑝𝑝𝑛𝑛  

��,  

where 𝑝𝑝 is the number of test tasks. Column numbers of matrix 𝐵𝐵 correspond to the numbers of the proposed tasks, 
line numbers correspond to the number of testees’ groups. 

With single-choice answers, if all the elements of any column of matrix 𝐵𝐵, for example 𝑗𝑗 -th column, satisfy the 
score 82 < 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 100 (𝑘𝑘 = 1, . . . ,𝑛𝑛), 𝑗𝑗 -th task will be excluded from the tests. In addition, those single choice tasks 
are excluded for which the testees failed to score the lower threshold, i.e. if all elements of any column, for example, 
the 𝑖𝑖 -th column, satisfy the score 𝐵𝐵𝑖𝑖𝑘𝑘 < 48 (𝑘𝑘 = 1, . . . ,𝑛𝑛), the 𝑖𝑖th task will be also excluded from the tests. For the 
remaining single choice tasks which got in the range of test applicability, i.e. if they satisfy the inequality 48 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤
82 (𝑘𝑘 = 1, . . . ,𝑛𝑛), selectivity correction factor α is introduced for a random result, where: −3 ≤ α ≤ +3. If, for the 
tasks under consideration, there is inequality 48 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 74(𝑘𝑘 = 1, . . . ,𝑛𝑛), then using the positive selectivity factor, 
these tasks will be referred to “LU” (See Table 1) type of test tasks with threshold interval [50, 74].  

If they satisfy the inequality 74 < 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 82(𝑘𝑘 = 1, . . . ,𝑛𝑛), then using the negative selectivity factor, the task will 
be referred to as “SU” type (See Table 1) of test tasks with threshold interval [75, 79]. In case of multiple choice 
answers with an “OR” logic, those tasks which are in the range of inapplicability interval are immediately excluded 
from the test base, i.e. if all elements of any column of matrix 𝐵𝐵, for example, the 𝑗𝑗 th column, satisfy the score 𝐵𝐵𝑗𝑗𝑘𝑘 <
77 (𝑘𝑘 = 1, . . . ,𝑛𝑛) and the elements of the lth column satisfy the score 𝐵𝐵𝑗𝑗𝑘𝑘 > 98 (𝑘𝑘 = 1, . . . ,𝑛𝑛), then the 𝑗𝑗th and lth tasks 
will be excluded from the test-base. For the remaining multiple-choice tasks with weight addition according to the 
“OR” logic which got in the range of test applicability, i.e. if they satisfy the inequality 77 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 98 (𝑘𝑘 = 1, . . . ,𝑛𝑛), 
selectivity correction factor α is introduced for a random result, where: −4 ≤ α ≤ +4. If they satisfy the inequality 
77 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 86(𝑘𝑘 = 1, . . . ,𝑛𝑛), then using selectivity factors, these tasks will be included into “SOR” (See Table 1) type 
of test tasks with threshold interval [80, 84].  

If they satisfy the inequality 86 < 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 98 (𝑘𝑘 = 1, . . . ,𝑛𝑛), then using selectivity factor, these tasks will be 
included into “VOR” (See Table 1) type of test tasks with threshold interval [90, 94]. Similarly, in case of multiple 
choice answers with “AND” logic, those tasks which got in the range of inapplicability interval are immediately 
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excluded from the test-base, i.e. if all elements of any column of matrix 𝐵𝐵, for example, the 𝑗𝑗 th column, satisfy the 
score 𝐵𝐵𝑗𝑗𝑘𝑘 < 83 (𝑘𝑘 = 1, . . . ,𝑛𝑛) and the elements of the lth column satisfy 𝐵𝐵𝑗𝑗𝑘𝑘 > 98 (𝑘𝑘 = 1, . . . ,𝑛𝑛), then the 𝑗𝑗 th and lth tasks 
will be excluded from the test-base. For the remaining multiple-choice tasks with weight addition according to 
“AND” logic which got in the range of test applicability, i.e. if they satisfy the inequality 83 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 98 (𝑘𝑘 =
1, . . . ,𝑛𝑛), selectivity correction factor α is introduced for a random result, where: −3 ≤ α ≤ +3. If they satisfy the 
inequality 83 ≤ 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 92(𝑘𝑘 = 1, . . . ,𝑛𝑛) , then using selectivity factor, this task will be referred to “SAND” (See Table 
1) type of test tasks with threshold interval [85, 89]. If they satisfy the inequality 92 < 𝐵𝐵𝑗𝑗𝑘𝑘 ≤ 98(𝑘𝑘 = 1, . . . ,𝑛𝑛), then 
using selectivity coefficient, this task will be referred to as “VAND” (see Table 1) type of test tasks with threshold 
interval [95, 100].  

Thus, calibration parameters for the test tasks and levels of testees’ knowledge have been determined as shown 
in Table 1. 

The proposed algorithm for selecting single and multiple-choice test tasks with different blocks of reactions and 
a scale of students’ knowledge level allows for correlation of the results of various tests with each other. 

Thus, the method for calibration of test task parameters has been developed, scales of testees’ preparedness 
have been determined, and the level-rated classes for single and multiple-choice test tasks with different blocks of 
reactions have been established. 

DISCUSSION 
The proposed algorithm for selection of single and multiple-choice test tasks with various blocks of reactions, 

along with adaptive testing algorithms allow determining a student’s knowledge level, and also quickly and 
effectively eliminating particular student’s gaps in educational material acquisition.  

The obtained results give an opportunity for further research on the theory of test task selection, and will be 
useful in the preparation of test tasks for determining the professionalism and the preparedness of employees, 
students, and others. 

It should be noticed that great laboriousness and the difficulty of drawing up a bank of test tasks pose a certain 
difficulty and limitation in conducting the research. 

CONCLUSION 
The verification of the proposed algorithm was carried out for two years in Zhetysu State University named 

after I. Zhansugurov (Kazakhstan). The sample size was 310 students. Such sampling, despite its small size, has a 
rather high representativeness, and can show statistically accurate results. The verification of the proposed 
algorithm serves to perform several tasks at the same time: 

- Selection of low-quality tasks; 
- Establishing the test task level; 
- Determination of the scale of students’ preparedness level. 
The value of the test task reliability factor, found by the algorithm described above, was 𝐾𝐾 = 0,87. Therefore, 

the proposed test has a good reliability rating. 
Using the proposed algorithm, the complexity degree of a test task can be determined, the test task selection by 

the complexity degree of the task is implemented, the level-rated classes of single and multiple choice test tasks 
with different blocks of reaction are allocated, and the scale of testees’ preparedness level is determined. 

Using the algorithm described, it is possible to determine the decision-making function from many independent 
variables characterizing the knowledge and skills of the students, and the informational utility of the test tasks, 
which is the object of future research. 

  

Table 1. Test task calibration parameters and scale of testees’ knowledge level 
Complexity levels Easy complexity level Medium complexity level High complexity level 
Choice of test tasks Single choice answer Single choice answer OR AND OR AND 
Types of test tasks LU SU SOR SAND VOR VAND 

Scores 50-74 75-79 80-84 85-89 90-94 95-100 
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